


Background
• CLIP aligns visual and textual contents within a common feature space through training 

with millions of noisy image-text pairs and has demonstrated remarkable generalization 
across diverse downstream tasks [1].

• However, the appropriate prompt, which is challenging to choose in practical applications, 
plays a crucial role in downstream tasks.
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Background
• Prompt tuning, a method that optimizes the prompt by using data from downstream tasks, 

is an effective way to tackle selection problems.
• Different from using training data, recent studies[1] propose to fine-tune the prompt by 

using unlabeled test data to reduce human labeling pressure.
• However, they encounter performance degradation on certain domains and too much data 

augmentation leads to a high time cost.
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Background
We demonstrate that existing problems are caused by two biases, Data Bias and Model Bias. 
I. Data bias: It is difficult to select an optimal prompt for some downstream task.
II. Model Bias: Prediction biases lead to error accumulation and will finally result in 

performance degradation.



Method

Because performance of different prompts can vary across domains. We use different hand-
crafted prompts and ensemble their predictions to alleviate the negative effects of Data Bias 
and avoid the worst-case results.

Prompt Ensembling

Based on ensembling results above, we can obtain pseudo label and confidence for each 
sample, which can help us select confident samples to update the model's prompts.



Method

Test-time Prompt Tuning

In order to adapt all prompts to test data stream, we optimize all prompts using unlabeled 
test data by cross-entropy loss.

where we can obtain the pseudo label from the results of ensembling. The purpose of 
minimizing cross-entropy loss is to make the model more confident in the predicted 
samples, which can adapt prompts to Data Bias and improve the accuracy of predictions.



Method

Confidence-aware Buffer

To alleviate the problem of Model Bias, we 
use a small buffer with confidence as the 
priority and pseudo label balanced to store 
unlabeled samples from test data stream. 
• For confidence as the priority, we set 

confidence as priority of buffer, making it 
less likely to cause erroneous updates. 

• For pseudo label balance, we count the 
number of samples in each class to ensure 
buffer balance.

• In addition, to ensure the accuracy of the 
samples entering the buffer, we use a 
threshold τ to filter out samples with low 
confidence. 



Method

Overall Framework



Experiments

We try to give answers to three questions.

• RQ1: Does our proposed method perform better than existing 
test-time prompt tuning methods?

• RQ2: Whether our proposed method alleviate the problem of 
Data Bias?

• RQ3: Does ADAPROMPT relieve the problem of Model Bias 
on CLIP model?
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RQ1: Does our proposed method perform better than existing 
test-time prompt tuning methods?



Experiments

RQ2: Whether our proposed method alleviate the problem of 
Data Bias?



Experiments

RQ3: Does ADAPROMPT relieve the problem of Model Bias 
on CLIP model?



Experiments

Ablation studies show that  updating multiple prompts together and then 
ensembling can adapt to current test data stream better, i.e., these two modules 
are crucial to our framework.



More Discussion

Different Visual Backbones

Running Time Consumption



More Discussion

Hyparameter Experiments



Thanks for listening !


